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Mean square error prediction

Suppose that the observations X1, . . . , Xn follow some time series model.
Denote Fn = (X1, . . . , Xn). We want to find an estimate f(X1, . . . , Xn)
for Xn+k (k ≥ 1), i.e., a k-step ahead forecast at forecast origin n.
A common used forecast criterion is to consider minimizing the mean
square error (MSE) of your forecast, i.e.,

min
f

E
{[

Xn+k − f(X1, . . . , Xn)
]2|Fn

}

=Var(Xn+k|Fn) + min
f

E
{[

E(Xn+k|Fn)− f(X1, . . . , Xn)
]2|Fn

}
.

The above MSE is minimized by choosing f̂ = E(Xn+k|Fn). Therefore,
we refer to E(Xn+k|Fn) as the k-step ahead forecast.
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Prediction error

The k-step ahead prediction error is defined as

en(k) = Xn+k − E(Xn+k|Fn),

which is random variable as Xn+k is not observed.

To measure the prediction error, we usually compute the variance of
the prediction error:

Var(en(k)) = Var(Xn+k|Fn).

Based on the predictor and its error variance, we may construct
prediction intervals. For instance, if Xt’s are normally distributed,
we could consider its 95% prediction interval

E(Xn+k|Fn) ± z0.975

√
Var(Xn+k|Fn).
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Mean square error prediction

Given observations X1, . . . , Xn, compute the k-step (k ≥ 1) ahead
prediction for the following time series models.

Example [Purely random process] Xt i.i.d. (0, σ2). The k-step
(k = 1, 2, . . . ) ahead prediction is given by

X̂n(k) = E(Xn+k|Fn) = E(Xn+k) = 0,

Example [Random walk] Xt = Xt−1 + Zt, Zt i.i.d. (0, σ2). The k-step
(k = 1, 2, . . . ) ahead prediction is given by

X̂n(k) = E(Xn+k|Fn) = Xn + E(Zn+1 + · · · + Zn+k) = Xn,
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Mean square error prediction

Example [AR(p) process] Xt = α1Xt−1 + · · · + αpXt−p + Zt with Zt

i.i.d. (0, σ2). The k-step (k = 1, 2, . . . ) ahead prediction is given by

X̂n(k) = E(Xn+k|Fn) =
p∑

i=1

αiE(Xn+k−i|Fn),

where E(Xn+k−i|Fn) = Xn+k−i if k ≤ i.

Example [MA(q) process] Xt = Zt + θ1Zt−1 + · · ·+ θqZt−q with Zt i.i.d.
(0, σ2). The k-step (k = 1, 2, . . . ) ahead prediction is given by

X̂n(k) = E(Xn+k|Fn) =
q∑

i=1

θiE(Zn+k−i|Fn),

where E(Zn+k−i|Fn) = Zn+k−i, if k ≤ i, and 0, if k > i.
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Mean square error prediction

Example [ARMA(p, q) process]
Xt = α1Xt−1 + · · · + αpXt−p + Zt + +θ1Zt−1 + · · · + θqZt−q with Zt

i.i.d. (0, σ2). The k-step (k = 1, 2, . . . ) ahead prediction is given by

X̂n(k) = E(Xn+k|Fn) =
p∑

i=1

αiE(Xn+k−i|Fn) +
q∑

i=1

θiE(Zn+k−i|Fn),

where E(Xn+k−i|Fn) = Xn+k−i if k ≤ i, and
E(Zn+k−i|Fn) = Zn+k−i, if k ≤ i, and 0, if k > i.
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Box-Jenkins procedure

Box and Jenkins summarized the following procedure to analyze an
observed time series.

1 Difference the series until stationarity.

2 Identify the trend and seasonal components

3 Fit an ARMA model to the remainder series in (2).

4 Perform diagnostic analysis for residuals in (3). If the series is not
well fitted, repeat (3).

5 Compute the k-step ahead forecast.

Haipeng Xing, AMS316, Stony Brook University

Forecasting and Box-Jenkins Methodology


